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In the 2009 article by Székely and Rizzo [1] a new approach for testing of
multivariate independence was suggested. It is based on distance covariance
ν(X,Y ), a measure of dependence between random vectors, that equals zero
if and only if X and Y are independent.

Given a sample of independent identically distributed random vectors from
the joint distribution PXY

(X,Y) = {(X1, Y1), (X2, Y2), . . . (Xn, Yn)},

where X ∈ Rk and Y ∈ Rl, we want to test the null hypothesis
H0 : PXY = PXPY .
For the sample distance correlation, denoted as νn(X,Y), and a certain

statistic T = Tn(X,Y) defined in [1], page 1245, there is following convergence
in distribution:

nν2n
T

D−→ Q =

∞∑
k=1

λkZ
2
k , (1)

where λk are non-negative constants depending on the distribution of PXY ,
and Zk are independent standard normal random variables.

For all 0 < α < 0, 215 the following inequality holds:

P (Q > y1−α) ≤ α, (2)

where y1−α is the (1− α) quantile of χ2(1) distribution.

Thus, a test rejecting H0 when
nν2n
T
≥ y1−α, has an asymptotic significance

level at most α.

Assume that the random sequence (X1, Y1), (X2, Y2), . . . is an irreducible
recurrent Markov chain with a finite state space.

We adapted the described above test for Markov chains by proving, that
the convergence (1) and inequality (2) hold under these assumptions.

We also proved the convergence (1) in the basic case, where (Xi, Yi) and
(Xj , Yj) are independent for i 6= j, as neither proof nor reference to a proof
of it are provided in Székely and Rizzo [1]. Moreover we showed, that the
non-negative constants λk of the quadratic form Q are the eigenvalues of an
integral transform TK , defined as

[TKx](t, s) =

∫
K(t, s, u, v)x(u, v)dudv,
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where K(t, s, u, v) is the covariance function of a certain complex-valued zero
mean Gaussian random process U indexed with two real numbers.

K(t, s, u, v) = EU(t, s)U(u, v)
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