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The tasks of multiple hypothesis testing about the significance of observa-
tions occupy an important place in applied statistics and are used in a wide
variety of fields such as genetics, biology, astronomy, computer graphics, etc.
In particular, these problems arise when processing multidimensional data in
order to identify significant features and remove insignificant (noise) ones. This
economical representation of data is extremely important in the processing of
audio and video data, genetic chains, encephalograms, spectrograms, etc. In
current research on this topic, various filtering methods based on the sparse
representation of the obtained experimental data are developed.

There are many statistical procedures that offer different ways to solve the
problem of multiple hypothesis testing. In Benjamini and Hochberg [1], a mea-
sure called the false discovery rate (FDR) was proposed. This measure assumes
to control the expected proportion of false rejections of the null hypothesis.
The FDR has become widely used in cases where the number of hypotheses
being tested is so large that it is preferable to allow a certain number of errors
of the first kind in order to increase the statistical power.

In this report, we study the asymptotic properties of the mean-square risk
estimate for the FDR method in the problem of multiple hypothesis testing
for the mathematical expectation of a Gaussian vector:

XZZM1+W1, i:l,...,n,

where W; are independent normally distributed random variables with zero
expectation and known variance o2, and p = (g1, ..., ptn) is an unknown vector
belonging to some “sparse” class, i.e. it is assumed that only a relatively small
number of its components are significantly large.

We consider the following definitions of sparsity. Let ||x||o denote the num-
ber of nonzero components of p. Fixing 7, define the class

Lo(mn) ={n € R" : [|ullo < nan}.

For small values of 7,,, only a small number of vector components are nonzero.
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Another possible way to define sparsity is to limit the absolute values of
wi. To do this, consider the sorted absolute values

Ity = o 2> k)
and for 0 < p < 2 define the class
Ly(nn) ={p € R : |p|) < Nant Pk for all k=1,...,n}.

In the considered problem, one of the widespread and well-proven methods
for constructing an estimate of y is the method of (hard) thresholding of each
vector component:

X'L'7 |XZ‘ >T7

1
0, |Xi<T. )

fii = pu(Xi, T) = {
This procedure is equivalent to testing the hypothesis of zero mathematical
expectation for each component of the vector. The penalty method is also
widely used, in which the target loss function is minimized with the addition
of a penalty term. In a particular case, this method leads to the so-called soft
thresholding. The estimates of the vector components are calculated as

X; — T, X > T,
i = pS(Xi,T) =4 X+ T, X;<-T, (2)
0, X < T.

The mean-square error (or risk) of the considered procedures is determined
as

Mﬂ:ZE%fM?

Note that this expression explicitly depends on the unknown values of u;, and
it cannot be calculated in practice. However, it is possible to construct its
estimate, which is calculated using only the observed data. This estimate is
determined by the expression

R(T) = 3 FIXT,

where F[X;,T] = (X? — 6?)1(|X:| < T) + 6%1(|X;| > T) for the hard thresh-
olding and F[X;,T] = (X? — 0®)1(|X;| < T) + (0 + T*)1(|X;| > T) for the
soft thresholding.

The report discusses statistical properties of this estimate in the case when
the threshold value is selected according to the FDR method of Benjamini and
Hochberg. Its strong consistency was proved in Palionnaya [2], and in Palion-
naya and Shestakov [3] it was proved that it is also asymptotically normal.
Estimates of the convergence rate are also obtained.
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